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Abstract 
 

A comparative study of four well-known supervised machine learning techniques namely; Decision Tree, K-
Nearest-Neighbor, Artificial-Neural-Network and Support Vector Machine has been conducted. This paper 
concentrated on the key ideas of each technique and its advantages and disadvantages. Practical application has 
been conducted at the end of the study to compare their performance. Some measures have been used for 
evaluating their performance, such as sensitivity and specificity. This study had shown that there is no one 
measure can provide everything about the classifier performance and there is no such classifier that can satisfy 
all the criterion. 
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1 Introduction 
 

In the most recent years, the amount of information that we can extract from the data has rapidly increased. 
Machine learning is not just about storing large amounts of data, but it is part of Artificial Intelligence (AI). 
Artificial Intelligence is the improvement of the computer programs to perform tasks that usually require the 
human intervention, such as decision making. Making the right decision for a specific problem is the main factor 
for achieving our goals. For this purpose, many machine learning techniques are used for both classification and 
regression problems. Classification is used when the prediction goal is a discrete value or a class label. When the 
prediction goal is continuous, regression is the appropriate method to use. 
 

2 Machine learning 
 

The essence of machine learning is to compile the data we observe with the experience that the program learns to 
generate the information that we can make use of. For example, the process of differentiating the valid emails 
from the spam emails. The input will be some documents or words which included in the emails and the output 
should be yes or no that indicating the email is spam or not-spam respectively, but we do not have an algorithm to 
accurately identify the spam emails. Machine learning provides a solution for this task which we provide 
examples of the emails that we manually labelled with spam or valid and the program can automatically learn to 
distinguish between them (Alpaydin, 2014). 
 

2.1 Supervised learning 
 

The main idea of supervised learning is to learn a mapping between the input and the output whose correct values 
provided by a supervisor. There are two main types of supervised learning, classification and regression, where 
there is an input ࢞and output ݕ, and the main role is to find a mapping between the input and the output. In 
classification, the task is to assign the training input to one of the predefined classes. In the simple case when we 
have two classes in the spam email example, the predefined classes are (1 or 0) indicating the type of the email 
(spam or not spam), and the role of the algorithm is to classify the training examples to one of the two classes. 
The good learner is the one that can discriminate the two classes perfectly if there are no different data points have 
the same label and there are no identical points have different labels. The classification problem can be formulated 
as follows; given a sample of training data(࢞ )ୀଵேݕ,  that is drawn from a population according to unknown 
probability distribution ܲ(ݕ,࢞)and a loss function ݕ)ܮ,  is(࢞)݂ ,࢞ which estimates the error for a given((࢞)݂
predicted instead of the actual value of ݕ.  
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We need the loss function to penalize errors in prediction; it means that the closer the predicted value ݂(࢞)to the 
actual value of ݕ, the lower the loss functions. The aim is to find a function that can minimize the error on the 
unseen data. The ability of an algorithm to classify the unseen data correctly is known as it’s generalization. In 
classification, what we want to learn is a class and the loss function can take the following form: L(ݕ, ((࢞)݂  =
 ∑ ܫ ≠ ݕ) ((࢞)݂ , where misclassification is assumed and ݂(࢞) is the predicted class label. ܫ is the indicator 
function and it can be defined as 0/1, where 0indicates that the predicted class and the actual class are the same,  
and 1indicates that the classes are different (Alpaydin, 2014)(Jakkula, 2006). 
 

3 Support Vector Machine 
 

Support Vector Machine (SVM) is one of the most powerful training techniques for supervised learning. Support 
vector machine was first introduced by Vapnik in 1992 (Boser, Guyon, &Vapnik, 1992). It was used for many 
applications for classification, regression and feature selection. In classification, support vector machine 
determines an optimal separating hyperplane using the concept of margin which is the essence of the SVM. The 
margin is the distance between the hyperplane and the closest points to it on either side, which we want to 
maximize for better generalization. There is a tradeoff between maximizing the margin and minimizing the 
number of the misclassified examples. There are some bounds that govern the relation between the model 
performance and its capacity. This can be used to balance the trade-off between the model bias and the model 
variance. In the following sections, the formulation of the support vector machine for classification will be 
introduced for both cases, when the data is strictly linearly separable and when the data is not fully linearly 
separable (Burbidge & Buxton, 2001) (Dietterich & Kong, 1995). 
 

3.1 Linearly Separable Classification 
 

Suppose we have N training examples that strictly linearly separable, where each point ࢞has ܭattributes and 
belongs to one of the two classes ܶ and ܨ, which take the following values +1and −1respectively. The training 
data takes the following form: (ݕ,࢞), where ݅ =  1, . . . ݕ ,ܰ, ∈ ∋ ࢞,{1−,1+}   ܴ . It means that ݕ =  +1if 
ݕclass ܶ, and∋࢞ =  −1if ࢞∈class ܨ . For the data to be linearly separable, we can draw a hyperplane that 
separates the two classes, this hyperplane can be described by: 
+࢞ࢀ࢝   ܾ =  0 (1) 
where ࢝is a normal vector that is perpendicular to the plane and ܾis the bias which determines the point location 
relative to the origin. In this case, we can separate the two classes by a pair of two parallel bounding planes: 

࢞ࢀ࢝ +  ܾ ≥ ∋ ࢞ ݎ݂              1+   ܶ (2) 

+࢞ࢀ࢝  ܾ ≤ ∋ ࢞ ݎ݂            1−  (3) ܨ 
The decision rule given by ݂(ݔ)  = ࢞ࢀ࢝) ݊݃݅ݏ  + ܾ). These two boundary constraints can be combined into: 
 

+࢞ࢀ࢝)ݕ  ܾ)  ≥ 1 ∀݅ (4) 
 

The data points that lay on the bounding planes ࢞ࢀ࢝+ ܾ =  ±1are called support vectors. 

 
In the illustration of figure 1, there are many hyperplanes that can be drawn to separate and classify the training 
data. However, there is only one can classify the training examples correctly by achieving the maximum 
separation with the largest margin. The aim of the support vector machine algorithm is not only to classify the 
points correctly, but also want them some distance away for better generalization. This means that the points that 
are not support vectors carry no information.  
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Support Vector Machine searches for a separating hyperplane by maximizing ଵ
‖௪‖

 and it is equivalent to 

minimizing ଵ
ଶ
ଶ‖ݓ‖ . It can lead to a simple Quadratic Programming (QP) optimization problem (Jakkula, 

2006)(Lee, Yeh, &Pao, n.d.): 
 

݉݅݊ ଵ
ଶ
+࢞ࢀ࢝൫ݕ     .ݐݏ    ଶ‖ݓ‖  ܾ൯ ≥  1  ∀݅(5) 

 

 
 

3.2 Data that is not fully linearly separable 
 

In the real world, many datasets can’t be separated linearly and it might have a curved decision boundary that 
separate the data. SVM can be extended to handle data that is not fully separable or the classes are linearly 
inseparable. To handle such cases, we would like the SVM to allow a few examples to fall on the wrong side of 
the separating hyperplane. The SVM technique can be modified to do that by adding a “soft margin” that allows 
some points to be on the wrong side without affecting the result or violating the constraints. In this soft margin, 
the data points on the incorrect side of the hyperplane have a penalty and it is varying according to its position and 
how far this point from the margin boundary. The soft margin can be determined by introducing non-negative 
slack variablesߦthat take account of the fact that some data points may be misclassified due to noise. The slack 
variable measures the amount of violation of the boundary constraints. 

்࢞ݓ + ܾ ߦ + ≥ ∋ ࢞ ݎ݂        1+   ܶ (6) 

்࢞ݓ + ܾ − ߦ  ≤ ∋ ࢞ ݎ݂        1−   (7) ܨ 
 
 
 

These two equations can be combined into: 
 

+࢞ࢀݓ൫ݕ ܾ൯+ ߦ  ≥ ߦ      ,1  ≥ 0  ∀݅              (8) 

The aim is to reduce the incorrectly classified data points to the minimum and to classify the data points correctly 
with sufficient distance from the margin. This objective function can be formulated as follows: 
 
 min ଵ

ଶ
ଶ‖ݓ‖ + ∑ ܥ ேߦ

ୀଵ +࢞ࢀݓ)ݕ     .ݐݏ      ܾ)  + ݅ߦ  ≥  1(9) 
 
Where C is a positive parameter which controls the trade-off between the slack variable penalty and the size of the 
margin. If C is too small, it allows more data to lie on the wrong side and it may underfit the training data. If C is 
too large, then the SVM algorithm may overfit the data which leads to poor generalization (Burbidge & Buxton, 
2001)(Lee et al., n.d.). 
 

3.2.1 Kernel Trick 
 

Many datasets can’t be separated and far from linear, but could be linearly separated by mapped into a higher 
dimensional space by using a nonlinear mapping. For this purpose, kernels are used to nonlinearly map the 
training data from the input space ܴ to a higher dimensional feature space ℱby a nonlinear function ߔ .The 
feature space refers to the collections of features that are used to characterize the training data. Then the training 
data ࢞in the input space ܴwill become (ݔ)ߔ ∈ ܴin the feature space where ݈ is the dimensionality of the feature 
space.  
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This mapping is defined by the kernel (࢞,࢞)ܭ  =  and the kernel is obtained by the dot product of(࢞)ߔ்(࢞)ߔ 
the training data vectors. This means that the separating hyperplane will be linear in the feature space F, but 
nonlinear in the input space Rn. Kernels are useful if the functions can be recast into a higher dimensional space 
by some nonlinear mapping because we only need the inner product of the mapped inputs in the feature space to 
be determined. The kernel trick allows SVM to form nonlinear boundaries. There are a lot of kernel functions can 
be used, the appropriate kernel function is determined according to the nature of the case and it is picked by trial 
and error on the test set (Jakkula, 2006) (Leeet al., n.d.). 
 

 
 

3.3 Advantages and Disadvantages of Support Vector Machine 
 

The major advantage of the Support Vector Machine is that the training is relatively easy. It scales relatively well 
to the high dimensional data. The trade-off between the model complexity and the error can be controlled easily. 
It can deal with both continuous and categorical data. It captures the nonlinear relationships in the data. No 
assumptions are required regarding to the data structure because it is a non-parametric technique. The prediction 
accuracy is very high and it provides a good generalization performance. It delivers a unique solution because the 
optimization problem is convex, which means that it has a unique minimum value. It is robust and able to deal 
with data that contains errors. One of the major disadvantages of the Support Vector Machine is the difficulty to 
interpret unless the features are interpretable. It can be computationally expensive and it needs a good kernel 
function. Its lack of transparency in results because it is a non-parametric method (Jakkula, 2006) (Auria & Moro, 
2008). 
 

4 Artificial Neural Network 
 

The artificial neural network is a mathematical model that tries to simulate the functionality of the biological 
nervous system. This mathematical model has three basic rules: multiplication, summation and activation. They 
basically involve the inputs that are weighted, which means that every input value is multiplied by a specific 
weight. Then all the weighted inputs will be added with a bias term. At the end, the sum of all the weighted inputs 
and the bias term will be transformed by an activation function to compute the output. The weights that are 
associated with each input provide the synapse strength. The higher the weight which is associated with a specific 
input, the stronger the input. These weights can be positive or negative, when the weight is positive (ݓ > 0), it 
indicates an excitatory connection, while a negative weight inhibits the neuron activity. The basic processing 
element is called the perceptron. The perceptron has inputs ݔ that may come from the environment (External 
input) or may be the outcome of other perceptrons. The output of this perceptron can be derived by: 
ݕ  =  ∑ ேݔݓ

ୀଵ + ܾ                                              (10)  
 

Where ܾis the bias term and it is also called the neuron’s threshold, where it may be considered as an additional 
input, it is always unity and its weight is equal to ܾ. In this case the perceptron output can be written as a dot 
product:       ݕ =  (11)                                              ்࢞࢝
 

Where ࢝and ࢞are two vectors. The activation function or the transfer function defines the properties of the 
artificial neuron and it could be any activation function ߶(. )and the output will be as the following form: 
= ݕ  ߶(∑ ݔݓ

ୀଵ +  ܾ)              (12) 
The activation function can be determined depending on the problem that the artificial neuron needs to solve. It 
acts as a transformation entity so that the output of a neuron takes a value between certain range such as [0,1]or 
[−1,1] according to the chosen function. The most popular activation functions are:Threshold function: It is also 
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called a step function which has only two possible outcomes (zero or one), it takes zero if the summation of the 
input is less than a specific threshold and it takes 1 if the summation of the input is greater than or equal to that 
specific threshold. It takes the following form (Krenker, Kos, & Bešter, 2011) (Haykin, Haykin, Haykin, & 
Haykin, 2009) : 

 y = ൜1, ifwx ≥ b
0, ifwx < ܾ

                                                       (13) 

 
Sigmoid function is the most commonly used when we use nonlinear function. The sigmoid function is defined to 
be a strictly increasing function that exhibits balance between the linear and the nonlinear case whose graph is 
ܵshaped. The sigmoid function takes the following form (Krenker et al., 2011), (Haykin et al., 2009): 
= ݕ (࢞ࢀ࢝) ݀݅݉݃݅ݏ   = ଵ

ଵ ା ௫(ି࢞ࢀ࢝)
                   (14) 

The sigmoid function takes values between the range zero and one, but in some models, it is beneficial to use this 
interval [−1, 1]. In the latter case, the threshold can be defined as: 

y = ቐ
1, ifwx > b
0, ifwx = b
−1, ifwx < ܾ

                                  (15) 

So, the whole mathematical framework for how the information flows from the input to yield the output can be 
represented as figure 4 shows. 
 

 
 

4.1 Strengths and weakness of Artificial Neural Network 
 

The strengths and weakness of the artificial neural network can be summarized in the following points (Basheer & 
Hajmeer, 2000): 

1. Strengths: 
• It can be used to solve linear and nonlinear programming problems. 
• No prior knowledge of the process that generating the data is required for the artificial neural network to be 

applied. 
• The ability to learn from provided examples makes them powerful and flexible; it means that the neural 

network learns, it does not have to be re-programmed. 
• It has been successful for solving many classification, clustering and regression problems. 

 
2. Weakness: 
• It should never be viewed as a panacea to all the real-world problem, because other techniques are powerful 

in their own. 
• The success of the model depends on the quantity of the data. 
• Lack of clear guidelines for which artificial network architecture is optimal because the process is involving 

trial and error. 
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5 Decision Tree 
 

Decision tree is one of the most widely used classifiers in statistics and machine learning. Decision tree is a 
hierarchical design that implements the divide-and-conquer approach. It is a nonparametric technique used for 
both classification and regression. It can be directly converted to a set of simple if-then rules. It’s straightforward 
representation makes the reader able to interpret the result and easy to understand. This section presents the basic 
features of the decision tree method for classification (Alpaydin, 2014)(Mitchell,1997)(Myles, Feudale, Liu, 
Woody, & Brown, 2004). 
 

5.1 The graphical representation of the Decision Tree 
 

In 1986, an algorithm for inducing decision trees ID3 was introduced by Quinlan (Quinlan, 1986). The ID3 
algorithm was improved in 1993 and upgraded to C4.5 (Salzberg, 1994). Decision tree is a top-down greedy 
algorithm. It consists of a recursive splits in simple steps. It is made up of internal nodes and terminal leaves. 
Typically, the input data are represented as attribute-value. At each node, specific test function is implemented to 
decide the branch or the leaf for each instance, which means that the decision of the class that the instance belongs 
to. This process starts from the root of the tree, apply the test function of this specific node and moving down to 
the tree branch that corresponds to the value of the attribute in the given instance. This procedure is performed at 
each node until a leaf is encountered, then the predicted class of the given example will be its label (Alpaydin, 
2014) (Mitchell, 1997)(Podgorelec, Kokol, Stiglic, & Rozman, 2002). The following graph illustrates the process 
for predicting a new job applicant according to his/her educational level and their years of experience.  

 
 

One of the rules that can be extracted from the graph above is, IF the applicant has a bachelor degree and has less 
than two years of experience, THEN his/her performance will be classified as poor. The graph shows that how 
decision tree works with the binary classes, but it can be extended to deal with multi-class cases. It is a greedy 
algorithm because the best attribute is determined at each node from the root to the last terminal node. The idea is 
how to determine the best attribute that splits the data efficiently at each stage starting from the root. We wish to 
pick the attribute that is most useful for classifying the data, which means that it gives the maximum degree of 
discrimination. The information gain is a statistical technique which measures how well the attribute splits the 
data. Before defining the information gain criterion (Quinlan, 2014), let us start by introducing the entropy. 
Entropy as it is defined in the information theory, is the minimum number of bits that is needed to encode the 
class of an instance. It is also called the impurity measure. Assume that we have a collection of examples S, and 
ܵis the number of examples that reach node ݉, ܵ

 is the number of examples that belongs to class݆in node 
݉with∑ ܵ


ୀଵ =  ܵ. The probability of class ݆, given an instance ࢞that reaches node ݉is  

ܲ൫ ܿห࢞,݉൯ =  ܲ
 =  ௌ

ೕ

ௌ
                                                              (16) 

 
Then the Entropy can be computed as:  
 
(ܵ) ݕݎݐ݊ܧ                =  −  ∑ ܲ

 ଶ݈݃ ܲ


ୀଵ                                (17) 
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The entropy function can be represented as follows: 
 

 

 

 
In the illustration of figure 6, if all the members of the training examples belong to the same class, so one of the 
class probabilities is equal to 1 and the other is equal to 0, in this case the entropy will be equal to zero. On the 
other hand, if the instances be split equally to the two classes, it means that either of the class probabilities are 
equal to 0.5 and the entropy is equal to 1. The smaller the entropy, the more informative the attribute (Alpaydin, 
2014; Mitchell, 1997).Given the entropy, the effectiveness of a specific attribute can be measured by the 
information gain criterion as follows:  
(ܣ,ܵ)݊݅ܽܩ = (ܵ) ݕݎݐ݊ܧ −  ∑ |ௌೡ|

|ௌ| ௩ ∈௩௨௦()(௩ܵ) ݕݎݐ݊ܧ           (18) 
Where (ܣ) ݏ݁ݑ݈ܽݒ indicates all the possible values that attribute ܣcan take, and ܵ௩ is the subset of the whole 
collection sample ܵfor which attribute ܣhas value ݒ. The first term in the equation is the entire entropy before 
partitioning the dataset and the second term of the equation is the entropy after splitting the instances using 
attribute ܣ. This means that the information gain (ܣ,ܵ)݊݅ܽܩ is the expected reduction of entropy after knowing 
the value of attribute ܣ(Mitchell, 1997). 
 

5.2 When to stop growing the tree? 
 

If we continue growing the tree until each node corresponds to the smallest impurity, this may cause over fitting 
which typically affects the generalization and increases the test set error. One possibility to avoid over fitting is to 
prune the tree. There are two types of pruning the tree: 

• Post-pruning: this method allows the tree to be fully grown and allows over fit to occur, then start pruning the 
sub tree that caused over fitting. That is why it is called post-prune. 

• Pre-pruning: in this method stop growing the tree before over fitting occurs. 
 

Although Pre-pruning is the faster, but post-pruning is the most efficient way in practice, because we do not know 
accurately beforehand when to stop growing the tree. In post-pruning, pruning set is used for pruning the subtrees 
that cause over fitting. This pruning set is used to evaluate the performance of each subtree and it is entirely 
different from the set that is already used during the learning phase. Each subtree is replaced by a leaf node 
labelled by the training instances covered by the subtree. If the leaf node performs worse than the subtree on the 
pruning set, subtree is kept without pruning; otherwise, prune the subtree and replace it by the leaf node 
(Alpaydin, 2014; Mitchell, 1997). 
 
 

5.3 Strengths and Limitations of Decision Tree 
 

1. Strengths: (Rokach & Maimon, 2005; Moore, 2001; Leung, 2007; Timofeev, 2004). 
• Decision Tree is a self-explanatory tool since it has a simple schematically representation that can even be 
followed by the non-professionals. 
• Decision Tree can easily be converted to a set of rules which are often comprehensible for the reader. 
• Decision Tree is a non-parametric tool, therefore it does not require any functional form specification. 
• Decision Tree can easily handle outliers and missing values. 

2. Limitations: 
• Decision Tree can be computationally expensive. 
• Decision Tree can easily overfit the data, but in practice there are several tools to avoid overfitting, such as 
post-prune and pre-prune. 
• In practice, decision tree is widely used for classification and less appropriate for estimation tasks in 
regression. 



ISSN 2221-0997 (Print), 2221-1004 (Online)             © Center for Promoting Ideas, USA            www.ijastnet.com 
 

12 

6 K-Nearest-Neighbours 
 

K- Nearest-Neighbor is an example of instance-based leaning and it is often used for classification where the task 
is to classify the unseen examples based on the database stored. The observations are presented in a ݀ -
dimensional space, where ݀is the number of attributes or characteristics which the observation has. Given a new 
point, it is classified according to its similarity to the rest of the data points stored in the model by some similarity 
measures. The algorithm decides the class of the new point by picking theK closest points to the new example and 
takes the most common class among them by the majority vote to be the class of the new point. If ܭ =  1, the 
new point will be classified according to the 1-nearest neighbor data point to the new example. If ݇ =  2, the 
class of the new point will be chosen among the 2-nearest neighbors and voting would not help. Voting helps 
starting from ܭ =  3, classifying the new point based on the most common class among these nearest neighbors 
(Sutton, 2012; Larose, 2014; Tan, Steinbach, & Kumar, 2005). The intuition behind using the nearest neighbors 
can be clarified by the following saying “If it walks like a duck, quacks like a duck, and looks like a duck, then 
it’s probably a duck.”(Tan et al., 2005). 
 

6.1 What is the optimal ࡷ? 
 

In practice, there is no best solution for choosing ܭ, it depends on the problem in hand. If ܭis too large, so the 
algorithm may misclassify the new point because the nearest neighbors may be located far away from its 
neighborhood. If ܭis too small, the algorithm is prone to over fit the data because of the noise in the training data. 
This will affect the generalization ability. The optimal size of ܭis the one that minimizes the classification error 
(Larose, 2014; Tan et al., 2005). 
 

6.2 Distance Function 
 

We have seen that how the algorithm assigns the unseen example to a specific class according to its similar 
neighbours. The similarity between two objects is defined by a distance function(Larose, 2014). A distance 
function ݀for the coordinates ݕ,ݔand ݖhas the following properties: 
(ݕ,ݔ)݀ •  ≥ = ݔ  ݂݅ ݕ݈݊ ݀݊ܽ ݂݅  0   ݕ 
(ݕ,ݔ)݀ •  = ,ݕ)݀   (ݔ
,ݔ)݀ • (ݖ  ≤ (ݕ,ݔ)݀   + ,ݕ)݀   (ݖ
The first property indicates that the distance is always non-negative, the second property is the commutative 
property, and the last property is the triangle inequality (Larose, 2014). The most common distance function that 
is used to measure similarity is the Euclidian distance and it is defined by: 
(࢟,࢞)ࢇࢊࢉ࢛ࡱࢊ =  ඥ∑  ݔ) − (ݕ  (19) 
Where ࢞ = ,ଵݔ  … , = ࢟ andݔ ,ଵݕ  . . .  The more shorter the .ݕ andݔ and ݉is the attribute values of two pointsݕ,
distance between ݔand ݕ, the more similar ݔand ݕare. 
 

6.3 Advantages and Disadvantages of K-Nearest-Neighbour Algorithm 
 

K-Nearest-Neighbour algorithm is like the rest of the techniques, it has its advantages and disadvantages (Bhatia 
et al., 2010; Cunningham & Delany, 2007). 
1.Advantages 

 The training phase is very fast and its cost is zero. 
 Simple and easy for implementation. 
 It can deal with the noisy data. 

2.Disadvantages 
 It is computationally very expensive. 
 It is very sensitive to the irrelevant features. 
 It is a lazy algorithm (it takes more time to run). 
 It needs huge memory to store all the training examples. 
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7 Methodology 
 

7.1 Data sets 
 

Data has been obtained from the UCI Repository of Machine Learning Databases (Lichman, 2013). German 
Credit data contains data used to evaluate credit applications in Germany. The dataset contains 1000 instances, 24 
attributes and 2classes, ”1” and”2”, where 1indicates Goodand 2indicates Bad. Weka software used for the data 
analysis(Hall et al., 2009). 
 

7.2 Classifier Evaluation Measures 
 

There are various measures for evaluating the classifier performance. No single measure can give us the whole 
story about the classifier performance. Some specific measures were used for evaluating the performance of the 
classifier. 
 

1. Accuracy: 
 

The accuracy of an algorithm is the measure of how correctly the algorithm classifies the unseen instances, and it 
can be computed by the following formula: 
 

Number of correctly classified instances 
 × 100 

Total number of instances 
 

2. Confusion matrix: 
 

Accuracy is not the only way for evaluating the performance and sometimes we may want a more detailed picture 
of the performance of the classifier. one such detailed is a table called Confusion Matrix and it is shown in the 
following table (Alpaydin, 2014). 

Table 1: Confusion matrix for two classes 
 
 

 Predicted Class  

Actual Class Positive Negative Total 

Positive True Positive (ݐ) False Negative(݂݊)  

Negative False Positive(݂) True Negative(݊ݐ) ݊ 

Total ’ ݊’ ܰ 
 

The following rules can be extracted from the table above: 

= ݕܿܽݎݑܿܿܣ
݊ݐ + ݐ

݊ݐ + ݂݊ + ݂ + ݐ
 

݁ݐܽݎ ݎݎݎܧ = 1− ݕܿܽݎݑܿܿܣ =  
݂݊ + ݂

݊ݐ + ݂݊ + ݂ + ݐ
 

= ݕݐ݅ݒ݅ݐ݅ݏ݊݁ܵ ݈݈ܽܿ݁ݎ  =  
ݐ

ݐ + ݂݊
 

ݕݐ݂݅ܿ݅݅ܿ݁ܵ =  
݊ݐ

݂ + ݊ݐ
 

Sensitivity is the ratio of the positive examples that correctly classified. Specificity is the ratio of the negative 
examples that correctly classified (Alpaydin, 2014). The higher is the better for accuracy, specificity and 
sensitivity, but for the error rate, the lower is the better. A good classifier should be sensitive and specific with a 
higher degree (Alpaydin, 2014). 
 

3.  Receiver Operating Characteristics (ROC) curve: 
 

Receiver Operating Characteristics (ROC) curve is a visual analysis for displaying the trade-off between false 
positive rate (݂ܾ − ݐ) specificity and true positive rate −1 = (݁ݐܽݎ −  sensitivity. The false positive rate is = (݁ݐܽݎ
shown on the ݔ-axis and the ݐ − axis. The ideal classifier should has݂-ݕ is plotted along the ݁ݐܽݎ − = ݁ݐܽݎ
 0and ݐ −   .1 =݁ݐܽݎ
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The more closely the curve to the upper-left corner, the better the classifier. The main diagonal (dashed-line) 
represents the random guessing of the classifier. It is clear from figure (7.a) that the classifier corresponds to the 
highest curve is the better.  
 

But when they intersect like in figure (7.b), we cannot say that one is strictly better than the other. In this case, the 
two classifiers are better under different thresholds. The overall performance of a classifier given by the Area 
Under the Curve (AUC). The perfect classifier has the AUC = 1 (Alpaydin, 2014). 
 

 

 
 
 

4. Kappa Statistic:  
 

The Kappa Statistic measures the performance of a classifier comparing with the classifier that makes predictions 
based only on the random guessing. The more closely the value of the kappa statistic to 1, the better the classifier 
(Viera, Garrett, et al., 2005). 
 

8. Results and Conclusion 
 

In this section, a comparison of the four algorithms has been done depending on the output of Weka software for 
each classifier. The following table summarizes the output that obtained from applying the classifiers on the 
dataset using cross validation with 10-folds. Support Vector Machine was trained using the linear function and K-
Nearest Neighbor was used with K = 10. 
 

Table 2: Results for the four classifiers. 
 
 

Algorithms Accuracy Specificity Sensitivity Kappa 

Support Vector Machine 0.763 0.487 0.881 0.3948 

Artificial Neural Network 0.709 0.507 0.796 0.3038 

Decision Tree 0.739 0.487 0.847 0.3495 

K-Nearest-Neighbour 0.713 0.253 0.91 0.1929 
 

 

 

Table 2 shows that SVM has the highest overall accuracy and the highest kappa statistic amongst all the 
classifiers, and it is one of the highest classifiers for specificity and sensitivity measures. In contrast, K-N-N is the 
lowest amongst all the classifiers for kappa statistics and specificity, whereas it is the highest in sensitivity with 
91%. It means that K-N-N is the most sensitive classifier in this specific classification problem, while A-N-N is 
the most specific. K-N-N has roughly the same accuracy as A-N-N, but it is the lowest comparing with SVM and 
decision tree.Decision tree is better than A-N-N in accordance with the accuracy, the sensitivity, and the kappa 
statistic with 0.94, 0.847 and 0.3495 respectively. However, they have almost the same specificity. For the 
accuracy of the decision tree , it is better than the K-N-N, but it is the lowest comparing with the SVM. Overall, 
according to the previous measures, SVM seems to be one of the best classifiers for this problem. But it does not 
mean that SVM can outperform all the classifiers in all cases. It totally depends on the problem in hand, and the 
method that you are interested in and take it into consideration for evaluating the classifier performance. 
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The different ROC curves for the four classifiers are presented in figure 12. The area under the curve measures the 
overall ability for the classifier to discriminate between the two classes. It is clear from the figure that A-N-N and 
K-N-N has the largest AUC with0.7465 and 0.7288 respectively. On the other hand, SVM and decision tree have 
the lowest AUC with 0.684 and 0.6884 respectively. Ideally, the classifier has an AUC = 1 .For the comparison 
purpose, according to the ROC curve and the AUC measures, we would say that A-N-N and K-N-N are the best 
classifiers for this problem. This does not contrast with the interpretation of the previous measures, because there 
is no one measure can summarize the whole story for the classifier performance. As mentioned above, the more 
closer the curve to the upper-left corner, the better the classifier. For more than one classifier in one graph, the 
better classifier is the one above the other, since it gives the greater AUC. If the ROC curves for different 
classifiers intersect like in figure 13, it is very difficult to decide which one has the better performance. In this 
case, we can say that the four classifiers are good under different thresholds. An optimal threshold is the one that 
maximize both the sensitivity and specificity so that the classifier gives the trade-off between the cost of failing to 
classify the positive examples as positives and the cost of raising the false positive rate. 
 

 

 
 

 

8.1 Conclusion 
 

This research has presented results of a comparative study carried out to explore four of the most well-known 
techniques of machine learning and data mining used for classification like Decision Tree, Artificial-Neural-
Network, K-Nearest-Neighbor, and Support Vector Machine. Classification is very important for organizing the 
data so it can be easily accessed. These techniques have been gained a lot of importance in many different 
application areas, from finance to medicine, from astronomy to biology.  
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The study had shown that each technique has implemented in different areas with different data sets, each 
technique has its own advantages and disadvantages, and it is very difficult to find one classifier can classify all 
the data sets with the same accuracy. For each technique, there is a dataset where it is very accurate and another 
dataset where it is not. These techniques were applied to classify credit card applications. Support Vector Machine 
has the largest overall accuracy with 76.3% amongst all the learning algorithms in this specific dataset. The other 
methods also performed well and they can be a reasonable choice since they all have accuracy above 70%. The 
performance of the learning algorithm is strongly depending on the nature of the dataset. There is no only single 
measure can evaluate the classifier performance. Accuracy is not the only criterion for evaluation, but there are a 
lot of measures that affect our decision and none of the classifiers can satisfy all the criteria. 
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